Introduction

Condemn me if you will, but condemn me by other witnesses than Theodore Roosevelt.
I was a man of straw; but I have been a man of straw long enough. Every man who has blood in his body, and who has been misrepresented as I have, is forced to fight.

William Howard Taft, 1912

The modern political landscape is unmistakably and increasingly divided along partisan lines (Iyengar & Westwood, 2014; Pew Research Center, 2014). Of course, in any diverse society, the occasional disagreement is inevitable. But it is concerning when the very nature of that disagreement is misrepresented by the parties mired within it. President Taft’s experience is shared among all sorts of partisans who have seen their true position reduced to a “weak, defenseless” straw man (Safire, 2008). Why is it that people engage with straw men, rather than with their opponents’ true
positions? And what is it about straw man arguments that make them unsubstantial?

In its initial construction in philosophy, a “straw man argument” is a rhetorical tactic, deliberately designed to be unpersuasive by a debate opponent (Aikin & Casey, 2011; Bizer et al., 2009; Talisse & Aikin, 2006). But decades of psychological research have shown that the mechanisms of misrepresentation are often far less intentional (Epley & Waytz, 2009; Tajfel, 1982). It can be hard to understand how other people are thinking, so even sincere partisans may inadvertently attribute straw man arguments to their opponents. Here, we hypothesize that straw men are the result of partisans’ limited ability to take one another’s perspective. We tested our hypothesis by collecting natural language descriptions of partisan positions by people who supported and opposed them. We then quantified the text using machine learning, as well as human judges, to empirically estimate the ways in which opponents consistently misrepresented each other’s views. Our analyses document both motivational and cognitive mechanisms that can contribute to the persistence of straw man arguments.

**Motivation**

Straw men are by no means the only false beliefs to be found in the political world. In theory, the modern world provides an unprecedented amount of information available to citizens about the world and about one another. In practice, many psychological and social forces lead partisans not only to consume and share different kinds of information, but even to be swayed by misinformation that bolsters their partisanship (Allcott & Gentzkow, 2017; Lazer et al., 2018; Scheufele & Krause, 2019). And while some suggest that these forces seem to be accelerating in the modern media environment (Vosoughi et al., 2018), their power is in exploiting the basic mental processes that leave partisans susceptible to misinformation (Pennycook & Rand, 2019). Thus, in an environment where partisan opponents can so often fall prey to false beliefs about the rest of the world, it is perhaps no surprise that they may develop false beliefs about one another.

However, we argue that among various false beliefs, straw man beliefs can have unique and important effects on partisan conflict. Precisely because they are false beliefs about other people, we suggest that they can be especially detrimental to intergroup relations. Effective communication between in-groups and out-groups is a necessary condition for successful interactions (Allport, 1954; Messick & Mackie, 1989; Tajfel, 1982). And the experience of feeling that others are listening is itself a positive experience in an otherwise conflicted environment (Bruneau & Saxe, 2012; Goldstein et al., 2014; Yeomans et al., 2020). Furthermore, even the perception of bias between partisans can lead to a spiral of ill-will and misunderstanding, exacerbated by the force of naive realism (Kennedy & Pronin, 2008). All kind of relationships could suffer when straw man arguments supplant actual understanding.

There are adverse consequences of straw man beliefs to the belief holder as well. Psychologists have shown that, in many domains, a “consider the opposite” strategy can improve judgments by bringing another perspective to mind (Babcock et al., 1997; Herzog & Hertwig, 2009; Lord et al., 1984). But if that opposite perspective is a feeble straw man instead, partisans may not be debiased at all, as John Stuart Mill wrote, “He who only knows his side of the case knows little of that, p. 35” (1869). Straw men may permit partisans to believe they have successfully counter-argued against their opponents, which could entrench their own position even further (McGuire, 1964; Tormala & Petty, 2002).

In this vein, the economist Bryan Caplan has proposed that straw man arguments are a valid signal that the arguer’s own position is weak (2011). As a remedy, he proposes the Ideological Turing Test, whereby the strength of an argument can be evaluated by how well the arguer is able to imitate their opponents’ true positions. And his suggested paradigm has been explored somewhat in the psychology literature, as two previous papers have collected data from similar imitation games (Dawes et al., 1972; Newman...
et al., 2003). However, this previous work is limited in several ways, most notably, sample sizes were small and imitators were not incentivized to provide accurate answers. This meant that participants faced no cost for deliberately misrepresenting their opponents to satisfy other partisan goals in the Talisse and Aikin model (2006) of straw men. Without explicit incentives for accuracy, straw man arguments cannot be considered as a potential indicator of topic knowledge.

More commonly, the accuracy—and inaccuracy—of beliefs about opposing viewpoints has primarily been confined to predicting a person’s response to a structured question, such as a Likert scale (e.g., Chambers et al., 2006; Robinson et al., 1995; van Boven et al., 2012) or a question about a numerical fact (e.g., Bullock et al., 2015; Prior et al., 2015). Structured responses are convenient for experimenters, but they can also have unintended consequences for the quality and interpretation of responses (Bauer et al., 2017; Krosnick, 1999). Conceptually, partisans and their opponents may have different construals of how the points on a Likert scale map onto positions in the real world. Furthermore, structured questions provide the range of possible answers to participants, making it easier for them to strategically adjust their answer to suit the goals of the experiment.

Instead, in this research, we elicit beliefs about opposing viewpoints as natural language descriptions. That is, we ask people to elaborate on what they believe to be the arguments that best articulate their opponents’ position. By using open-ended responses, we allow partisans to speak for themselves, and put their perspective-taking skills to a sharper test by forcing them to represent their opponents in a high-dimensional space (i.e., text). There is also a pragmatic aspect to studying open-ended text, because most political behavior is encoded in natural language (Grimmer & Stewart, 2013; O’Connor et al., 2011). Language is the primary tool by which groups choose to communicate and by which they understand (and misunderstand) each other in the natural world.

**Theoretical Background**

There are many related psychological processes that might bring unconvincing straw men into being. We design our experiments to collect evidence for several competing theories. Our primary hypothesis concerns the role of motivation. We first identify the straw man effect as an honest but insufficient belief, rather than a strategic tactic. One such mechanism is that partisans might pursue in-group affiliation by misrepresenting their opponents as unflattering straw men (Brewer, 1999; Tajfel, 1982). More generally, partisans have been known to distort politically relevant facts to bolster their own preconceptions (Bullock et al., 2015; Kunda, 1990; Prior et al., 2015). And at an even more basic level, perspective-taking is effortful, and partisans may not exert that effort without the right incentives (Epley et al., 2004). This literature would suggest that providing incentives for accuracy would improve the relative accuracy of a partisan’s stated beliefs about their opponent’s views.

While it is easy to incentivize performance within an experiment, we do not incentivize preparation by asking participants to gather information before the experiment that might help them perform well. Instead, though, we can study the effects of information-gathering indirectly, by comparing individual differences that might moderate the main effect. For example, the literature on intergroup contact might predict that everyday relationships with partisan opponents might attenuate the straw man effect (Allport, 1954; Pettigrew, 1998; Pettigrew & Tropp, 2006). Though the underlying processes of outgroup contact are rich and diverse, here we test a novel consequence, which is that partisans who interact with their opponents regularly may also be better at describing their points of view.

Another important individual difference in this domain is political sophistication, and it is not obvious how that factor might affect partisan misrepresentation. On the one hand, political sophistication entails a larger knowledge base from which to draw, which would improve the representations,
all else equal. However, political sophistication has also been associated with partisan entrenchment (Brandt et al., 2015; Kahan et al., 2012; Palfrey & Poole, 1987; Sidanius, 1984; Taber & Lodge, 2006). In that case, political sophisticated may simply apply their knowledge to buttress their own positions, and the quality of their representations would not improve at all. This hypothesis was tested by collecting several measures of political sophistication from each writer.

Another individual difference we consider is that of ideology. There have been some recent papers suggesting that their ideological foundations naturally lead conservatives to be more close-minded, and be more susceptible to misinformation (Jost et al., 2018; Pennycook et al., 2020). However, other papers have found that some partisan misperceptions seem to be relatively stable across ideologies (e.g., Ditto et al., 2019; Frimer et al., 2017; Toner et al., 2013). This hypothesis was tested by measuring straw man beliefs on both sides of a relatively balanced issue that was mostly split along liberal/conservative lines, and comparing the two groups against one another.

Finally, we used text analysis to better understand the ways in which the imitations are insufficient. One hypothesis suggests that misunderstanding may result from differences in underlying values. That is, if partisans interpret their opponents’ policy positions through their own ideological lens, they may generate arguments that do not reflect their opponents’ actual priorities (e.g., Crawford et al., 2013; Frimer et al., 2014; Graham et al., 2009; Jost et al., 2008). That is, straw men might seem like good arguments to the writer—and bad arguments to the target—because they appeal to the writer’s own values, even if they do not represent the target’s actual values.

Another possible account of the straw man effect is that imitators describe a position that is simply more extreme than the position of their average opponent. Previous research has reliably shown this effect on a one-dimensional number scale. Imitators rate their opponents’ position as further from their own position (and closer to the far endpoint of the scale) compared to how those opponents actually rate themselves (Chambers et al., 2006; Chambers & Melnyk, 2006; Graham et al., 2012; Robinson et al., 1995; Scherer et al., 2015; Sherman et al., 2003; van Boven et al., 2012; Westfall et al., 2015). However, this relies on the assumption that opposing partisans agree on how the number scale points map onto different versions of an argument. In fact, there is evidence that partisans may even have trouble judging the extremity of their own positions (Fernbach et al., 2013). Thus, it is an open question whether polarization projection is a meaningful contributor to the straw man effect in open-ended text.

Overview of Current Research

We report two studies of the straw man effect on an issue in U.S. politics that was timely, contentious, important, and which involved a variety of reasonable policy beliefs and priorities on both sides of the political spectrum—the Patient Protection and Affordable Care Act (aka “ObamaCare”; McCabe, 2016). Partisans across the spectrum were asked to describe “the reasons someone would give” to either support or oppose ObamaCare. These descriptions were then shown to judges, who were incentivized to guess the authors’ true position based on the text. In Study 1, half the writers also received incentives for their ability to convince the judges they were genuine. In Study 2, we collected a larger pool of participants to form a training set for natural language-processing algorithms to perform this detection task. These models provided a performance benchmark for human judges, revealed the distinctive linguistic features of genuine and straw man arguments, and provided tests of the mechanism for the straw man effect. Overall, these results suggest that straw man arguments tend to be hollow and unsubstantial, rather than extreme and inflammatory.

Study 1

We conducted Study 1 in two parts. First, we collected text data from “writers,” who described the
arguments made for and against ObamaCare, respectively. Afterwards, we showed those descriptions to “judges,” who tried to guess the writers’ actual positions based on their descriptions.

Study 1a Methods

We recruited participants in the autumn of 2014 to explain the “the reasons someone would give to explain why they are either in favor of, or opposed to, the Affordable Care Act” (full instructions can be found in Appendix A of the supplemental material). Nine hundred participants enlisted; however, 21 failed the attention check and 40 did not finish, thus, 839 writers were left for the full analyses. This was a within-subjects design, and all writers wrote descriptions for both positions (randomly ordered), producing 1,678 texts in total. All participants were asked to write their descriptions in the first-person form, and were given the following prompt: “This person would answer by writing. . .” All writers were told that their descriptions would be shown to other participants and to try their best to be accurate, as long as they did not look up any outside information. Writers also answered a number of questions about their demographics and political beliefs (see Table 1, and Appendix B in the supplemental material), including their true position on ObamaCare.

Incentive manipulation. Half the writers were randomly assigned to receive incentives based on both their descriptions. Specifically, writers could earn up to 600% of their base payment as a performance bonus, determined by the percentage of judges who later thought their texts were written by a genuine proponent of that position (e.g., if half of judges thought their texts were genuine, they would receive a 300% bonus). Participants had to write out these instructions verbatim, and were reminded of the incentives again as they wrote their descriptions. The other half of participants in the control condition were told about the judges, and to try as hard as they could, but did not receive any performance bonus.

Description cleaning. The collected texts were filtered using two a priori exclusion criteria before being shown to judges. First, we removed all writers whose stated position on ObamaCare was in the middle of the 1 to 7 scale, so that there was no ambiguity about the “ground truth” for each writer. This excluded 305 writers, leaving 1,068 texts from definitive partisans (i.e., 1, 2, 6, or 7).

With these remaining texts, two research assistants (blind to condition) independently flagged writers who clearly did not attempt to follow the instructions, with disagreements resolved through deliberation. Participants in the control condition were more likely to be flagged when they were describing a position they did not support ($M = 14.9\%, \ 95\% \ CI \ [10.6\%, \ 19.2\%]$) than when describing the position they did support ($M = 4.2\%, \ 95\% \ CI \ [1.8\%, \ 6.6\%]$); $\chi^2(1) = 16.12, p < .001$. Reassuringly, when incentives were offered, writers were not significantly more likely to be flagged for their imitations ($M = 6.3\%, \ 95\% \ CI \ [3.4\%, \ 9.1\%]$) than for their genuine responses ($M = 4.4\%, \ 95\% \ CI \ [2.0\%, \ 6.9\%]$); $\chi^2(1) = 0.6, p = .445$. In total, 79 such responses were flagged and removed, and in cases where only one of a writer’s responses was flagged, their nonflagged response was also removed. This left 464 writers and 928 texts in the data set. The research assistants also cleaned the text by correcting any third-person to first-person form, as well as spellchecking.

Study 1b Methods

Nine hundred forty-one participants were recruited to be judges in the autumn of 2014; 72 participants failed the attention check and another 16 did not finish the task, leaving 853 participants in the full analysis. They first read the exact instructions the writers were given, and then judged 24 different texts—a block of 12 that described supporters, and a block of 12 that described opponents. For each text, they made a binary choice (“Was this writer actually an ObamaCare supporter or an ObamaCare opponent?”) and expressed their confidence in that choice on a scale from 50 (pure guess) to 100 (absolutely certain). All judges were incentivized as well:
each judge was given a bonus of up to 200% of their base pay, depending on how accurate they were (e.g., if they were correct on half of their judgments, their bonus was 100% of their base pay).

Judges were assigned to texts randomly, with six of each appearing in every block (shuffling together incentivized and control writers). Our design ensured that every text was labeled by at least seven supporter judges and seven opponent judges, with an average of 9.8 judges per supporter text and 12.6 judges per opponent text (opponents were oversampled because a slight majority of writers were ObamaCare supporters). Finally, judges all completed the same demographic questions as the writers (see Appendix B in the supplemental material), with an additional survey about news media consumption (see Appendix C in the supplemental material).

**Study 1 Results**

Our analyses (in this study and throughout) collapse across block order, which did not affect the main results. Additionally, the results are collapsed across target positions (i.e., support vs. oppose), so that all descriptions were labeled as either “genuine” or an “imitation.”

The effects of writer position and writer incentives on the judges’ guesses are plotted in Figure 1. These results confirm that judges had some insight into the writers’ true identity—genuine writers were more likely to be labeled as genuine ($M = 66.1\%$, 95% CI [64.2\%, 68.1\%]) than imitators ($M = 55.6\%$, 95% CI [53.6\%, 57.5\%]); $t(926) = 7.61, p < .001$. This difference in believability is empirical confirmation of the straw man effect in text—partisans failed to adequately simulate their opponents’ arguments.

The effect of incentives is also clear: writers who were incentivized to write genuine-sounding descriptions were more convincing ($M = 68.9\%$, 95% CI [67.1\%, 70.8\%]) than those with no incentives ($M = 51.6\%$, 95% CI [49.7\%, 53.5\%]); $t(926) = 12.9, p < .001$. However, we did not find a significant interaction between writer position and writer incentives in a regression, $t(924) = 1.2, p = .217$. Furthermore, the simple effect of writer position was still significant even among all incentivized writers, $t(492) = 5.0, p < .001$. Incentives had, at best, a modest impact on the size of the straw man effect, and the effect clearly persisted even when writers had good reason to do better.

If the judges’ labels are taken at face value, their average accuracy was 55.3\%, better than chance (50\%); one-sample t test: $t(20471) = 15.2, p < .001$, but also much lower than their average confidence ($M = 77.3\%$); two-sample t test: $t(20471) = 696, p < .001$. Judges were also more accurate for nonincentivized writers ($M = 56.2\%$, 95% CI [55.2\%, 57.2\%]) than for incentivized writers ($M = 54.5\%$, 95% CI [53.6\%, 55.4\%]); $\chi^2(1) = 5.71, p = .017$. We also calculated wisdom-of-crowds averages, using two different strategies to combine all judgments for each text into a single combined judgment. First, we tried a simple “majority vote” aggregation rule, where each judgment for a text was given equal weight in an average, and the final prediction was determined by whether this average was above or below the median of all texts for this position. These simple averages produced somewhat more
accurate predictions than the individual judges ($M = 58.2\%, 95\% \text{ CI \ [55.0\%, 61.4\%]}$); $\chi^2(1) = 31.9, p < .001$. We also tried a more sophisticated aggregation rule that weighted judges based on their expressed confidence, again using the median split threshold to generate a single prediction from each average. These weighted judgments were slightly more accurate ($M = 59.1\%, 95\% \text{ CI \ [55.9\%, 62.2\%]}$). However, even these confidence-weighted crowd judgments were highly correlated with the word count of the responses, $r = .659, t(926) = 26.7, p < .001$. This suggests that much of the human judges’ accuracy lay in their ability to evaluate the writer’s effort level.

Finally, we wanted to test for a directional difference in the accuracy of partisan imitations. Here, we used the confidence-weighted crowd judgments, the most accurate approach tested so far, to evaluate the relative accuracy of the tests written. Our analysis showed that supporters ($M = 55.3\%, 95\% \text{ CI \ [52.9\%, 57.7\%]}$) and opponents ($M = 54.6\%, 95\% \text{ CI \ [51.3\%, 57.9\%]}$) wrote imitations that were rated as equally genuine; two-sample $t$ test: $t(462) = 0.3, p = .732$. The same pattern held when comparing their genuine descriptions (supporters: $M = 65.6\%, 95\% \text{ CI \ [63.0\%, 68.2\%]}$; opponents: $M = 65.9\%, 95\% \text{ CI \ [62.9\%, 69.0\%]}$); two-sample $t$ test: $t(462) = 0.2, p = .851$. These results suggest that, in this setting, the straw man effect was equally present on both sides of the debate.

**Study 1 Discussion**

This study demonstrated the straw man effect using explicit and objective criteria. Descriptions of opponents’ positions were readily distinguished from descriptions by genuine position holders by outside observers. We found that incentives improved the accuracy of positions written by opponents. However, we also found that incentives had close to the same effect on genuine description writers. This result is difficult to explain with a purely motivational account of the straw man effect. If partisans really construed this task as an opportunity to cheerlead for their side, we would have expected them to be just as emphatic for their own side even without incentives. Incentives did level the rate at which supporting and opposing writers were flagged as insincere by research assistants. However, among the remaining descriptions, partisan misrepresentation by opponents was still common. Even when partisans tried to accurately represent their opponents, in many cases they still failed to do so.

The human judges were able to modestly detect some signal from the written texts, in line with previous research on deception detection (Bond & DePaulo, 2006). But it is hard to interpret their performance because the judges’ ability to detect imitations is directly opposed to the writers’ ability to generate imitations. Imagine, for example, that new samples were collected, and the judges were unable to discriminate between imitation and genuine texts. This result would be expected if the new writers were much better imitators than the originals, or if the new judges were much worse detectors than the originals. By that same logic, it is hard to evaluate the accuracy of the writers’ imitations, because we do not know the accuracy of the judges. To estimate the writers’ performance, we needed an objective empirical benchmark of imitation fidelity that could determine the ceiling for how well the judges could have done. In the next study, we introduce new empirical approaches to resolve this dilemma.

**Study 2**

While Study 1 relied on human judges to judge the quality of imitations, in this study we present results from a different type of analysis: natural language processing (Hirschberg & Manning, 2015; Jurafsky & Martin, 2017). Here we use two kinds of language models. More traditionally, we apply dictionaries that tally classes of words to form conceptual features that have domain-general scoring rules. Additionally, we apply machine learning algorithms to learn distinctive features directly from the text and produce a domain-specific scoring rule.
These language models complement our results from human judges in three ways. First, they provide a benchmark for the judges’ accuracy—were the imitations really that good, or were judges missing important features in the text? Second, this benchmark can be compared to covariates as a measure of individual differences in imitation skill. Third, language models are more interpretable than human judges. While both humans and models give holistic scores, models also identify which features of the text are most useful for producing accurate scores.

**Study 2 Methods**

**Sample.** We added to the pool of description writers in Study 1 by recruiting new participants in the autumn of 2014, in the lead-up to the midterm elections. For all Study 2 analyses, we combined these new writers with the 834 texts written by the 417 incentivized writers from Study 1 (discarding the texts from the 422 unincentivized writers). The procedure was exactly the same as in Study 1, with two exceptions: all writers were incentivized (instead of only half) and a survey about news media consumption (see Appendix C in the supplemental material) was added to the set of demographic questions (see Appendix B in the supplemental material). This similarity allowed us to pool the data into a larger sample for text analysis.

One thousand five hundred and sixty-five participants completed the new writing study. As in Study 1, research assistants read the texts and flagged writers who did not attempt to follow the instructions (and corrected spelling, and third-person to first-person form). They flagged 119 descriptions and, after removing both texts from those writers, this left 1,459 new writers for a total of 2,918 new texts. When the writers from Study 1 were added, this created an analysis data set for Study 2 containing 3,700 texts from 1,850 incentivized, unflagged writers. This sample included 402 people who were truly neutral on the issue (i.e., 4 on a 7-point scale), so we excluded them from all analyses. However, in a change from Study 1, we did include moderate writers (i.e., 3 or 5 on a 7-point scale) for our analyses of the text. By including these moderates, we increased our sample size even further and also had more variation in the writers’ position extremity, which factored into our following analyses.

The writers’ incentive scheme in the new study was identical to that in Study 1a. We determined the incentives using a sample of 1,616 human judges to rate the descriptions in Study 2. Their protocol was identical to that of Study 1b, including the judges’ incentives. Though we do not discuss the judges in detail here, we report their aggregate results as a benchmark.

**Individual differences.** Domain knowledge was measured in two ways. First, participants self-reported their subjective knowledge about the politics of ObamaCare. Second, participants completed a short factual quiz to evaluate their objective knowledge. Participants also reported their education (highest degree completed) and their partisanship (official party registration). In Study 2 (N = 1,459) they also reported their regular news media sources, which were compiled into two measures: total news media, as the total number of news sources, and news media bias, calculated based on the balance of left- and right-leaning sources (according to the Pew Research Center [2014]).

Participants self-reported their outgroup social contact as the percentage of ObamaCare supporters in their social circle (family, friends, coworkers, neighbors, etc.). Where possible, participants’ IP address was taken from their survey response (N = 1,627) and matched to the Partisan Voting Index (PVI) of their congressional district (Cook & Wasserman, 2014). These three covariates—media bias, social contact, and PVI—were all reverse-scored in half the sample so that higher values always implied more exposure to outgroup members. Finally, we also measured participants’ position extremity by calculating the distance of their position from the middle of the position scale, from 1 (i.e., 3 or 5 on the scale) to 3 (i.e., 1 or 7 on the scale).

**Domain-general language models.** The dictionary set most familiar to psychologists is the *Linguistic Inquiry and Word Count* (LIWC; Pennebaker et al.,
Yeomans (2007), which uses predefined dictionaries of common words to parse the text into 64 different features that represent basic word categories (e.g., self-references, negations, food words) that can themselves be combined to define linguistic markers of specific psychological constructs.

The most conceptually relevant set of dictionaries we tested was a recently updated version of the Moral Foundations Dictionary (Frimer et al., 2019; see also Graham et al., 2009). This work offers 10 categories of morally charged words that are theorized to reflect the values and intuitions that differ between liberals and conservatives. We also tested composite features intended to capture deception (Newman et al., 2003) and integrative complexity (Slatcher et al., 2007; Tetlock, 1983). Finally, the LIWC counts positive and negative emotion words, and they can be added to calculate the average emotionality per word, while the difference of the two is a good measure for sentiment analysis (e.g., Waytz et al., 2014).

**Domain-specific language models.** We also applied basic natural language-processing tools to empirically learn a scoring rule for the texts (Hirschberg & Manning, 2015; Jurafsky & Martin, 2017). First, we extracted common 1- to 3-word phrases (“ngrams”) from the data (Benoit et al., 2018). Punctuation, upper case, numbers, and stop words were removed. All but a few politically relevant words (e.g., “conservative,” “healthcare”) were stemmed (Porter, 1980), and the rarest ngrams (i.e., appearing in less than 1% of the descriptions) were dropped.

In addition to the ngram features, we also compared the results of a similar model that uses a feature set consisting of all the dictionary features. We also tested a feature set generated from word vectors, which uses large corpora to learn a low-dimensional representation of meaning in natural language (Mikolov et al., 2017). Finally, we included a model that uses a feature set combining all the ngrams, word vectors, and dictionaries together. All models also included the word count.

The descriptions were separated by target position (support vs. oppose) and, in each half, these features were fed into a simple machine learning model. The dependent variable of the model was the binary variable indicating that the description was genuine or an imitation. The model we chose was a logistic LASSO regression (Hastie et al., 2009; Tibshirani, 1996), which chooses a prediction model empirically from among many models using the same feature set by comparing them all across an inner 20-fold cross-validation loop. To estimate out-of-sample prediction accuracy, we used a second 20-fold nested outer cross-validation loop (Stone, 1974; Varma & Simon, 2006). Assignment to outer folds was stratified to balance the numbers of imitations in each fold. The output of the model for each new text was continuous (from 0 to 1); the predicted probability that each new text was from the genuine group as well as all predictions were averaged over five randomly seeded runs of the entire procedure to produce more consistent predictions.

### Study 2 Results

**Classification accuracy.** Accuracy was calculated as the average rate at which the predicted label matched the writer’s true position (binary). Of course, the language models’ predictions were continuous (as were the averages of humans). Furthermore, our sample was slightly imbalanced, with slightly more pro-ObamaCare participants than anti-ObamaCare ones, so we did not want to use the same threshold for each position to binaire the continuous predictions. Instead, we generated binary predictions separately for each position by splitting the distribution to match the base rate of genuine writers in the sample from that position. Additionally, all of the results we report in what follows are unweighted averages, assigning equal weight to each observation from both positions (further, reweighing observations to equilibrate the influence of the two positions does not substantively change our results).

The top-line accuracy of the different language models is plotted in Figure 2. For comparison with the human judges, this figure counts accuracy only among nonmoderates (i.e., 1, 2, 6, or 7 on the position scale), although the comparisons across
Figure 2. Performance of human judges and language-processing models in Study 2.

Note. Accuracy for the three machine learning models was estimated using nested cross-validation. The X axis represents binary classification accuracy (error bars indicate 95% confidence intervals).

language models are substantively similar if we include moderates (i.e., 3 or 5 on the scale) in the sample as well. The word count of the description proved to be an effective rule of thumb ($M = 58.8\%, 95\% \text{ CI}\ [57.0\%, 60.6\%]$), though this does not imply that imitators would do better by simply writing more, if they had nothing left to say. Individual human judges ($M = 55.2\%, 95\% \text{ CI}\ [54.8\%, 55.6\%]$) could not match the length rule, though equal-weighted averages of human judges did about as well ($M = 59.2\%, 95\% \text{ CI}\ [57.4\%, 61.1\%]$), as did confidence-weighted averages ($M = 60.1\%, 95\% \text{ CI}\ [58.3\%, 61.9\%]$).

Using these confidence-weighted averages, we also replicated the findings regarding the directional effects of accuracy from Study 1. That is, we found that imitations from supporters were rated as genuine ($M = 60.2\%, 95\% \text{ CI}\ [58.8\%, 61.6\%]$) at about the same rate as those from opponents ($M = 60.4\%, 95\% \text{ CI}\ [58.6\%, 62.1\%]$); $t(1382) = 0.0, p = .997$. And we also found no differences in the ratings for genuine descriptions from supporters ($M = 69.3\%, 95\% \text{ CI}\ [67.8\%, 70.8\%]$) and opponents ($M = 68.5\%, 95\% \text{ CI}\ [66.9\%, 70.1\%]$); two-sample $t$ test: $t(1382) = 0.7, p = .506$.

Language model accuracy. Some of the individual dictionary models performed well. The Moral Foundations Dictionary (Frimer et al., 2019) performed quite well, as people who genuinely believed in their position used more words from the corresponding moral intuitions dictionaries ($M = 60.1\%, 95\% \text{ CI}\ [58.1\%, 62.1\%]$). We present the scores for all five dictionaries separately in Appendix D of the supplemental material for each task, and found the results are primarily driven by the balance of care-related words. Integrative complexity was also higher for genuine writers than for imitators ($M = 54.8\%, 95\% \text{ CI}\ [52.8\%, 56.9\%]$; Slatcher et al., 2007). However, several scales did not have any correlation with the writers’ positions. Average emotionality ($M = 51.7\%, 95\% \text{ CI}\ [49.7\%, 53.8\%]$), was not a significant predictor of writer position, nor was sentiment ($M = 49.9\%, 95\% \text{ CI}\ [47.9\%, 52.0\%]$). The LIWC deception construct also did not differentiate genuine and imitation partisans ($M = 50.8\%, 95\% \text{ CI}\ [48.8\%, 52.9\%]$; Newman et al., 2003).

None of the domain-general models could match the performance of the domain-specific machine learning models, however. The model using only ngram features performed about as well ($M = 63.1\%, 95\% \text{ CI}\ [61.1\%, 65.0\%]$) as the model that combined all the dictionary scales ($M = 62.6\%, 95\% \text{ CI}\ [60.6\%, 64.6\%]$) and the model that used word vector features ($M = 61.2\%, 95\% \text{ CI}\ [59.2\%, 63.2\%]$). However, the most accurate model combined all the ngram and dictionary features in a supervised learning model ($M = 67.4\%, 95\% \text{ CI}\ [65.4\%, 69.3\%]$). We use predictions from the combined features as our model of description quality in what follows.

Model content. In addition to accuracy estimates, the natural language descriptions offer a rich representation of how the contents of imitation writers’ beliefs differ from the beliefs of genuine writers. To focus on interpretability, we trained a new classification algorithm with only one cross-validation loop and using only the ngram features.
By multiplying the coefficients of the LASSO algorithm by the frequency of each ngram in the model, we got a rough sense of which words and phrases had the largest influence on the algorithm’s decisions (i.e., were common and distinctive). We then used that influence metric to select the top 50 most influential ngrams for predicting writers’ true positions, in both directions and for each of the two description tasks. On Figure 3, we group each of these ngram lists into four distinct word clouds, with font size proportional to the influence of the ngram.

**Individual differences.** Having developed a model of description quality that is more valid than human raters, we now wanted to compare this metric to different author characteristics. To do this, we conducted a series of standardized...
Table 1. Demographics of participants in the current research

<table>
<thead>
<tr>
<th>Population</th>
<th>n</th>
<th>Supports ObamaCare</th>
<th>Party member</th>
<th>Age (mean, SD)</th>
<th>Male (%)</th>
<th>Bachelor’s degree (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 1: Writers</td>
<td>839</td>
<td>58.8%</td>
<td>36.9%</td>
<td>34.7 (11.2)</td>
<td>49.5%</td>
<td>60.2%</td>
</tr>
<tr>
<td>Study 1: Raters</td>
<td>853</td>
<td>57.3%</td>
<td>46.5%</td>
<td>35.5 (11.8)</td>
<td>49.4%</td>
<td>54.6%</td>
</tr>
<tr>
<td>Study 2: Writers</td>
<td>1,565</td>
<td>57.2%</td>
<td>37.3%</td>
<td>34.7 (11.7)</td>
<td>43.5%</td>
<td>59.2%</td>
</tr>
<tr>
<td>Study 2: Raters</td>
<td>1,616</td>
<td>58.9%</td>
<td>43.6%</td>
<td>33.5 (11.1)</td>
<td>48.9%</td>
<td>54.3%</td>
</tr>
<tr>
<td>2012 U.S. voters</td>
<td>2 x 108</td>
<td>40–45%</td>
<td>63%</td>
<td>55.7 (19.6)</td>
<td>46.6%</td>
<td>40.7%</td>
</tr>
</tbody>
</table>

Note. All were recruited online through Amazon’s Mechanical Turk for a “U.S. political survey.” Standard deviations are in parentheses, where applicable. The bottom row shows voter statistics culled from census.gov and from Real Clear Politics.

Table 2. Demographic covariates of the straw man effect, as judged by the language processing model in Study 2

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Genuine writers</th>
<th>Imitator writers</th>
<th>Position interaction</th>
<th>Extremity control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective knowledge</td>
<td>0.048 (0.024)*</td>
<td>−0.027 (0.024)</td>
<td>−0.075 (0.034)*</td>
<td>−0.081 (0.035)*</td>
</tr>
<tr>
<td>Objective knowledge</td>
<td>0.087 (0.023)***</td>
<td>−0.016 (0.023)</td>
<td>−0.104 (0.033)***</td>
<td>−0.105 (0.033)***</td>
</tr>
<tr>
<td>Highest education</td>
<td>0.094 (0.023)***</td>
<td>−0.026 (0.023)</td>
<td>−0.119 (0.033)***</td>
<td>−0.12 (0.033)***</td>
</tr>
<tr>
<td>News media total</td>
<td>0.048 (0.026)</td>
<td>0.003 (0.026)</td>
<td>−0.045 (0.037)</td>
<td>−0.046 (0.037)</td>
</tr>
<tr>
<td>News media bias</td>
<td>0.004 (0.026)</td>
<td>0.01 (0.026)</td>
<td>0.006 (0.037)</td>
<td>0.004 (0.037)</td>
</tr>
<tr>
<td>Outgroup social contact</td>
<td>−0.053 (0.024)*</td>
<td>−0.017 (0.024)</td>
<td>0.035 (0.034)</td>
<td>0.041 (0.036)</td>
</tr>
<tr>
<td>Outgroup PVI</td>
<td>0.052 (0.024)*</td>
<td>−0.015 (0.024)</td>
<td>−0.067 (0.034)*</td>
<td>−0.068 (0.034)*</td>
</tr>
<tr>
<td>Party registration</td>
<td>0.055 (0.023)*</td>
<td>−0.114 (0.023)***</td>
<td>−0.17 (0.032)***</td>
<td>−0.179 (0.033)***</td>
</tr>
<tr>
<td>Position extremity</td>
<td>0.026 (0.029)</td>
<td>0.028 (0.029)</td>
<td>0.002 (0.041)</td>
<td>–</td>
</tr>
</tbody>
</table>

Note. Each covariate was tested in a multiple standardized regression to estimate the simple effect on the quality of genuine descriptions (Column 1), imitating descriptions (Column 2), and the interaction with the writer’s position (Column 3) to test whether the effects in the first two columns are significantly different from one another. We also report this same interaction test from a model that controls for position extremity, to isolate the role of polarization from demographics that might be correlated (Column 4). All cells report the standardized regression coefficient from the model (standard errors in parentheses) and boldface indicates results significant at the p = .05 level.

PVI = Partisan Voting Index.
*p < .05. **p < .01. ***p < .001.

regressions. In each regression, the outcome was the model’s predicted probability that the writer was genuine, and the predictors were the covariate of interest, the writer’s position (genuine/imitator), and the interaction between the two. The full covariate analyses are reported in Table 2.

Our primary measure of political sophistication was participants’ responses on a factual quiz. Participants who scored high on the quiz were better able to describe their own genuine position, r = .093, t(1647) = 3.8, p < .001. But, surprisingly, this factor had almost no effect on the quality of their imitations, r = −.017, t(1647) = 0.7, p = .485, and in a multiple regression, the interaction term confirmed the two effects are significantly different from one another, β = .104, SE = 0.033, t(3294) = 3.2, p = .002. This same interaction holds if sophistication is defined by self-reported domain knowledge, β = .075, SE = 0.034, t(3294) = 2.2, p = .029, or by proxy in relation to their educational level, β = .119, SE = 0.033, t(3294) = 3.6, p < .001. These results are also robust when we add controls for position extremity in the regression model (both the simple effect and the interaction with writer position). In these models, the original interaction terms were still significant, which indicates that these results are identifying an effect of sophistication that is independent of polarization.
Polarization projection. One plausible account of the straw man effect is that imitators describe a position that is more extreme than the position of their average opponent. Previous research has reliably shown similar effects on a one-dimensional number scale; however, measuring extremity with a number scale relies on the assumption that opposing partisans agree on what are the moderate and the extreme versions of each argument. Furthermore, Table 2 suggests that extreme writers were more successful at writing genuine descriptions than moderates. To resolve this apparent discrepancy, we addressed this question directly by training a supervised model to detect position extremity.

Using exactly the same text processing tool and LASSO algorithm as in Study 2, we trained a model to learn the differences—among genuine writers—between extreme and moderate supporters (imitations were held out entirely). The model’s predictions of extremity within the genuine writers correlated well with their actual polarization, $r = .320$, $t(1647) = 13.7, p < .001$, which provided internal validation for the model. Finally, we applied the polarization detector to the imitations from Study 2. Every imitation was assigned a polarization score, and these polarization scores were entered into a regression as the dependent variable (standardized and adjusted for the difference in means between tasks), with the writer’s position (binary: support/oppose) as the independent variable. The average polarization scores for imitations and genuine descriptions are plotted in Figure 4. Overall, our analysis estimated that imitator descriptions were actually less extreme ($M = -0.006, 95\% CI [-0.010, -0.003]$), on average, than genuine descriptions ($M = 0.006, 95\% CI [0.002, 0.011]$); $t(3296) = 4.4, p < .001$. That is, their language was more similar to that of moderates than that of extremists. We also tested for polarization projection and found no significant effect of own extremity on imitation extremity, $\beta = .003, SE = 0.002, t(3294) = 1.5, p = .139$. These results suggest that in open-ended text and in this context, misrepresentation was not primarily driven by exaggerated extremity of opponents’ positions.

General Discussion

The evidence presented here confirms that, in open-ended text, partisans did not represent their opponents’ arguments well. However, in contrast to the colloquial understanding of straw man arguments, our results suggest that this kind of partisan disagreement is often not a deliberate tactic. The straw man effect was robust to incentives for accuracy, implying that partisans were often unable—not just unwilling—to take their opponents’ perspective. Furthermore, our results suggest that partisans are not particularly accurate at detecting imitations of genuine positions either. Instead, we found that machine learning algorithms could detect imitations with substantially higher accuracy than human judges.

Theoretical Implications

While other recent research has shown that incentives can reduce or even extinguish partisan
gaps on factual questions (Bullock et al., 2015; Prior et al., 2015), these results showed a small reduction. However, that earlier work relied on questions that asked participants to guess the correct number on a scale (e.g., percentage of GDP growth under Obama). In these cases, the question itself provides the range of possible answers, and it is easy for partisans to deliberately adjust their answer to suit their goals. However, in open-ended tasks, the range of possible responses is very wide, and it is more difficult for partisans to intuit the correct adjustment from the question. To be sure, incentives do not guarantee that the responses were valid measures of partisans’ actual mental representations of their opponents. For example, incentives may induce them to recite familiar stereotypes rather than their true beliefs about their opponents. But these stereotypes might still serve as signal of meta-knowledge about the contours of a debate. Regardless, incentives are necessary to distinguish the mechanism here from the Talisse and Aikin model (2006) of straw men as deliberate distortions for partisan gain. And our results suggest that at least some straw man arguments persist even when partisans have sincere intentions.

Our results also suggest that the straw man effect is exacerbated by political sophistication. Participants with more political knowledge wrote better descriptions of their own position, but that knowledge was of no help when describing their opponents’. The natural language-processing models also suggested that the language of imitators was more similar to that of genuine moderates than to that of genuine extremists, even though previous research has shown that partisans believe that their opponents hold extreme positions. This perhaps is related to why participants were overconfident in their ability to distinguish imitations from genuine arguments.

These results suggest that perceived polarization might be a natural consequence of asymmetric expertise, whereby partisans gather evidence to buttress their own preferred conclusions. Also known as the rationalizing voter theory (Lodge & Taber, 2013), this is supported by mechanisms at many cognitive levels (e.g., Frenda et al., 2012; Kahan, 2015; Lord et al., 1979; Robinson et al., 1995; Toner et al., 2013), and is a compelling explanation for why, in this research, partisans who could so faithfully defend their own position were at a loss when asked to describe their opponents’ point of view. This lack of insight is typical in social judgment (Dunning et al., 2003; Nisbett & Wilson, 1977; Pronin et al., 2002), but it poses particular difficulties for intergroup research because the very processes that divide partisans may also distort their construal of others’ positions.

Limitations and Future Research

In this research, we did not find an intervention to reduce partisan misrepresentation. Study 1 showed that incentives were, at best, a weak moderator of the straw man effect. However, this was a short-term intervention and could not be effective if partisans simply lacked the knowledge base to accurately take their opponents’ perspective. To make an analogy to memory, our incentives could plausibly affect participants’ biases in recall, but it would have been too late to make any impact on their biases during encoding. This suggests some skepticism is warranted for the potential of other short-term interventions (though see Saguy & Kteily, 2011; Stern & Kleiman, 2015). In addition, any potential encoding biases may not be eliminated by self-directed information search, since our results suggested that politically sophisticated partisans were no more accurate than political naives in their imitations (Keltner & Robinson, 1993; Lord et al., 1984; Thompson & Hastie, 1990). We also found essentially no effect of intergroup contact on accuracy for opponents, which agrees with a recent review suggesting that the effects of contact are more varied and context-dependent that is often acknowledged (Paluck et al., 2018). Our analysis of the extremity of partisans’ imitations may even provide a mechanism for a potential backfire effect of
intergroup contact (similar to Bail et al., 2018). Specifically, partisans’ imitations tended to be more moderate than the actual positions of their opponents—perhaps if they learned how extreme their opponents’ positions tended to be, this would have other negative consequences for intergroup harmony and understanding.

Another limitation in this research is our focus on a single topic. This focus facilitated a rich language model, but it is important to consider whether the topic of debate might have moderated our results. We focused on a high-stakes political topic that featured a wide range of competing evidence as well as genuine differences in preferences and values, so that many texts could be collected from enthusiastic partisans on both sides. However, some topics face a clearer divide where the preponderance of evidence stands against one side—for example, antivaccination debates, global warming denialism, or other conspiracy theories (Hornsey et al., 2018; Rutjens et al., 2018; Stoknes, 2015). In these cases, it is possible that the straw man effect would be asymmetrical, as beliefs based on false premises may also disproportionately reinforce themselves with false beliefs about the opposing arguments. Additionally, many topics of disagreement engage less partisan vigor, where personal preferences are more respected. In cases where partisans are not trying to win a public debate, people may be more genuinely curious about one another, lessening the effect of the rationalizing voter mechanism. Future work could pack these mechanisms across a range of topics and domains.

The current research also demonstrates how machine learning can be applied to develop psychological theory. Initially, it was difficult to interpret the judges’ low accuracy in Study 1—were partisans bad at being judges, or good at being imitators? The results of Study 2 indicated the former was true, as the language model made it clear that human judges had room for improvement. This result confirmed our central hypothesis that the writers, too, were often failing at their task of recreating their opponents’ perspectives. Similar methods may be useful in other interpersonal judgment tasks—mind perception is hard, and inaccuracy is ubiquitous (Epley & Waytz, 2009). But perspective-taking is often studied in cases where the perspective taker has all the needed information available. In the world outside of the lab, however, social interactions are filled with ambiguity, and the blame for inaccuracy is perhaps better apportioned across both the mind perceiver and the mind perceived. To distinguish the two, researchers must estimate how much information is actually available, and our research demonstrates an empirical framework for that process. The accuracy of social perceptions is an oft-debated topic (e.g., Judd & Park, 1993; Jussim & Zanna, 2005; Zaki & Ochsner, 2011). Our research demonstrates how natural language can be used to study interpersonal accuracy in other domains where data are rich, but misunderstanding is common.

**Conclusion**

This research sought to understand how the basic processes of political stereotyping applied to unstructured text—could partisans articulate the reasoning of people who disagree with them? The results suggest that partisans not only do not know what the other side is thinking, but that they lack the ability to judge why their imitations are insufficient. Partisans’ misunderstanding was exposed in unstructured responses, but that understanding was modelled by language-processing algorithms that distilled the linguistic and demographic profiles of the straw man effect. The results from these three studies support our hypothesis that the straw man effect is born not out of cynicism, but out of ignorance.
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Note

1. Though this idiom is unfortunately gendered, we retain the original wording for clarity.
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